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Machine learning (ML) is at an inflection point

Key drivers: Compute capacity increase | Data growth | Model sophistication



Question: What is generative artificial intelligence (Al)?

« Creates new content and ideas, including conversations,
stories, images, videos, and music

« Powered by large models that are pre-trained on vast corpora
of data and commonly referred to as foundation models (FMs)
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How foundation models differ from other ML models ?
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What are inputs & outputs of foundation models ?

Initial pre-training
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Let’'s say we want to know...

« Which are the products that got the best reviews
on XYZ platform in last 15 days ?
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Hallucination

« Who won the India vs Afghanistan 2024 T20
championship ?

Knowledge Cutoff

Large Language Model Limitations
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How can we customize a foundation model ?

Task specific labeled dataset Domain specific unlabeled dataset Domain specific unlabeled dataset
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Vector store
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Visual Search

StyleSnap

Find the look from your photos

Upload a Photo

Gender (1) v

SIMILAR STYLES
Select your recent screenshots

Recently viewed styles

v Show More i '
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Explore these looks
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Let’s build it : Resume Screening




° Resume Screening Assistan x

Cc @® localhost:8501

Resume Screening Assistance

Zi 1 can help you in the Resume screening process =

* Job Description

Download Sample Job Description

Please paste the job description here

== Upload Resumes

Download Sample Resumes

Enter the number of resumes you want to screen




Let’s build it : Resume Screening

relavant docs = vectorstore.similarity search with score(job description,

resume_ count)
|I" /JQ‘\~
2 r:ﬁ 2 .
from langchain.llms.bedrock import Bedrock
from langchain.chains.summarize import load summarize chain
11lm = Bedrock ()

Iﬂo.ofresurnesyOU\Nant? chain = load summarize chain(llm,..)
Amazon Bedrock

V

Job Description

Input

summary = chain.run(relavant docs)

——— = — _

Amazon Bedrock Dense Vector Encodings Vector Database
(Embedding)
Bunch of Resumes from langchain.vectorstores.pgvector import PGVector
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Vector Embeddings and RAG Demystified: Leveraging
Amazon Bedrock, Aurora, and LangChain - Part 1

Revolutionize big data handling and machine learning applications.

data-engineering\) (vector—database} (generative i

@ Suman Debnath Vector Embeddings and RAG Demystified: Leveraging
Published Dec 12, 3033 Amazon Bedrock, Aurora, and LangChain - Part 2
0y 6 Explore the transformative world of vector embeddings in Al, and learn how Amazon Bedrock,
Amazon Aurora, and LangChain revolutionize data handling and machine learning

_@ applications.
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StyleSnap
Welcome to the second part of our enlightening journey in the world of vector embeddings. In the first

Find the look from your photos

part of this series, we laid the groundwork by exploring the essentials of vector embeddings, from their
iiid fundamental concepts to their storage and indexing methods. We learned about the transformative role
Select your recent screenshots these embeddings play in Al and machine learning, and we started to scratch the surface of how tools like

Recently viewed styles Amazon Bedrock and LangChain can be utilized to harness the power of these embeddings.

As we continue our exploration, we will dive deeper into the practical aspects of vector embeddings. We're
shifting our focus to few of the vector storage solutions available on AWS and how they can be used
effectively to store and manage your embeddings.

We'll discuss how services like Amazon Aurora can be optimized for vector storage, providing you with the
know-how to make the most of AWS's robust infrastructure. Moreover, we'll see how LangChain, an
innovative tool introduced in Part 1, plays a pivotal role in bridging the gap between vector embeddings

and LLMs, making the integration process seamless and straightforward.

By the end, you will have a comprehensive understanding of the practical applications of vector
embeddings in AWS environments.

Vector Databases on AWS

AWS offers various services for selecting the right vector database, such as Amazon Kendra for low-code
solutions, Amazon OpenSearch Service for NoSQL enthusiasts, and Amazon RDS/Aurora PostgreSQL for

aws SQL users.
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<, Getting started with Amazon Bedrock, RAG, and

‘4 Introduction

Vector database in Python .

In this repositary, you'll find sample applications and tutorials that showcase the power of Amazon Bedrock with
Python. These resources are designed to help Python developers understand how to harness Amazon Bedrock in
building generative Al-enabled applications. You'll also discover how to integrate Bedrock with vector databases

using RAG (Retrieval-augmented generation) , and services like Amazon Aurora, RDS, and OpenSearch.
Additionally, get insights into using langchain and streamlit to create applications that demonstrate

experiments effectively.
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